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AHHOTaIUA

Henun. Lensmu uccnenoBaHus SIBISIOTCA pa3paboOTKa METOJOB IOCTPOCHUS KOMIIAKTHBIX M 3()(EeKTHBHBIX
HEWPOHHBIX CEeTEeH IS 3a1a4 PacIio3HaBaHUs M300paXEHHUH, a TakXkKe UX alnapaTHas peaju3anus Ha 0ase mpo-
rpaMMHUPYEMBIX JIoTHaeckuX uHTerpanbHeix cxem (IJIMC) tuna FPGA.

MeTonsl. [Ipennoxena KOHIENIUS 00y9aeMOro IByMEPHOTO pa3aenuMoro npeobpaszosanus (OPII) mns mo-
CTPOCHHUS HEWPOHHBIX CeTeH MPsIMOTO PacHpOCTpaHEHMs [UIA 3a7ad paclno3HaBaHUsS m300paxeHuil. OcoOeHHO-
cteio OJIPII siBnsieTcst mocnenoBaTenbHas 00pabOTKa CTPOK M300paKEHHS MOJHOCBI3HBIM CIIOEM, MOCHE Yero
MOJy4eHHOE TpeJCTaBIeHHEe 0OpadaThIBaeTCA MO CTPOKAM BTOPBIM IOJHOCBSA3HBIM clioeM. B mpemmaraemoit
apXUTEKType HeHpoHHOI ceTu mpsmoro pactpoctpanenus OJIPIT paccmarpuBaeTcst kak crnoco0 HW3BIEUCHUS
BEKTOpa MPHU3HAKOB W3 MCXOIHOTO M300pakeHWsl. AmNmapaTHas peann3anus HeWpoHHO# cetw Ha 6aze OJPII
OCHOBaHA Ha KOHLIEMIIMY BBIYUCICHUS «Ha MecTe» (00Ias maMsTh Ul XpaHEHUS UCXOIHBIX U IPOMEKYTOUHBIX
JaHHBIX), 8 TAKXKE HA HCIOJIb30BAaHUH eIMHOT0 HAOOpa BBIYMCIIMTEIBHBIX SEp UL pacuyeTa BCeX CJIOSB HEHPOH-
HOI1 ceTu.

Pesynbrarsl. IlpemioxkeHo ceMeHCTBO KOMIAKTHBIX HelpoceTeBbIX apxutekTyp LST-1, pazmuuarommxcs
Pa3sMEpHOCTHIO BEKTOPHOTO TPEZCTAaBICHUS H300pakeHUs. DKCIEPUMEHTHI MO KIACCU(PHKAIMK PYKOITUCHBIX
mdp 6aszer MNIST nokazanu BeICOKYIO 3((EKTHBHOCTh JaHHBIX Mojenei: cetb LST-1-28 nocturaer TouHo-
ctu 98,37 % mpu 9,5 ThIC. mapameTpoB, a Oosee kommakTHas LST-1-8 mokassiBaet 96,53 % TouyHOCTH TpH
1,1 teic. mapamerpoB. TectupoBanue anmapatHoi peammsanuu LST-1-28 moaTBepkmaeT yCTOHYMBOCTH apXu-
TEKTYPHI K OITMOKaM KBAaHTOBAHUS [TapaMETPOB.

3aknouenue. [Ipennoxennas konnennus O/IPII obecneunBaeT NpOEKTHPOBaHNHE KOMIIAKTHBIX M 3((eKTnB-
HBIX HEHPOCETEBBIX apXUTEKTYP, XapaKTEPHU3YIOIIMXCSI MAJIBIM YHUCIOM 00ydaeMbIX MapaMeTpoB, BEICOKOI TOU-
HOCTBIO PAaCO3HAaBAHUS U PETYJISIPHON CTPYKTYPOH aJIrOpPUTMa, YTO TO3BOJISIET MOJTy4aTh UX 3 (GEeKTUBHBIE pea-
nm3anuy Ha 6aze TTJIMC.
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Abstract.

Objectives. Development of methods for design compact and efficient neural networks for image recognition
tasks, as well as their hardware implementation based on FPGA.

Methods. The paper proposes the concept of a learnable two-dimensional separable transformation (LST) for
designing feedforward neural networks for image recognition tasks. A feature of the LST is the sequential
processing of image rows by a fully connected layer, after which the resulting representation is processed by
columns using second fully connected layer. In the proposed architecture of a feedforward neural network,
the LST is considered as a feature extractor. The hardware implementation of LST-based neural network is based
on the concept of in-place computing (shared memory for storing source and intermediate data), as well as using
a single set of computing cores to calculate all layers of the neural network.

Results. A family of compact neural network architectures LST-1 is proposed, differing in the image
embedding size. Experiments on the classification of MNIST handwritten digits have shown the high efficiency
of these models: the LST-1-28 network achieves 98.37 % accuracy with 9.5 K parameters, and the more compact
LST-1-8 shows 96.53 % accuracy with 1.1 K parameters. Testing of the LST-1-28 hardware implementation
confirms the architecture's resistance to parameter quantization errors.

Conclusion. The proposed concept of a learnable two-dimensional separable transformation provides the
design of compact and efficient neural network architectures characterized by: a small number of learnable parameters,
high recognition accuracy, and the regular structure of the algorithm, which makes it possible to obtain their
effective implementations based on FPGAs.

Keywords: learnable two-dimensional separable transform, neural networks, FPGA, image recognition, MNIST
dataset
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BBenenne. ['myOokue Heiponnsie cetu (HC) sBISIOTCS KITIOYEBBIMU KOMIIOHEHTAMU MHOTHX CH-
CTeM KOMITBIOTEPHOTO 3peHusi U 0O0paboTKu M300pakeHUi Onarogapsi UX BBICOKOH 3 (PEKTHBHOCTH
¥ CIOCOOHOCTH MOJEIHPOBATH CIOKHBIE 3aBUCHMOCTH. OmnHako peammsanuss HC Ha ammapaTHBIX
wiatropmMax ¢ OrpaHHMYCHHBIMH BBIYHCIMTEIBHBIMU pecypcamu, Takux kak [TJIMC, cramkuBaercs
C psAAoM mpobieM, TIaBHOM M3 KOTOPBIX SIBJISIETCS] BBHICOKAsl BRIYMCIUTENbHAS HArpy3Ka, 00yCIOBIIeH-
Hast O6oapmuM gucioM napamerpoB HC. [ moBwimenus 3h(OEKTHBHOCTH HEOOXOAMMO pa3pabdaThi-
Bath HC ¢ yMeHbIIEHHBIM YUCIOM mapameTpoB [1-5]. Takoi moaxo mo3BoOJIIET CHU3UTH TPEOOBAHUS
K 00beMy MaMSITH U BBIYUCIUTENLHBIM pecypcaM. OqHako OONBIIMHCTBO CYIIECTBYIOIIUX apXUTEKTYP
C MaJbIM YKCJIOM MapaMeTpOB OCHOBAHBI Ha KJIACCHMYECKOM MHOTOCJIOWHOM mepcenTpoHe [6, 7], uro
3a49aCTYIO MIPUBOJNT K CHIDKCHUIO TOYHOCTH PACIIO3HABAHMSI.

Takum 00pa3om, akTyaJdbHOM Hay4dHOH 3amaveil sBiseTcs pa3padoTKa 3()(HEKTUBHBIX apXUTEKTYP
HC, cocoOHBIX 10CTUTaTh KOMIPOMHCCA MEXKIY YHCIOM MapaMeTpOB U YPOBHEM TOYHOCTH PacIio-
3HaBaHUs. JlaHHBIN (aKT NOATBEPKIAETCS M NMPOBOANMBIMH B HAYYHOH Cpe/ie COPEBHOBAHUSIMH IO
pa3paboTKe BBICOKOCKOPOCTHBIX M MajonoTpedistomux peannsannii HC na 6aze IIJIMC. B gacTHO-
cTH, Ha MexyHaponHol koHpepeHIHy mo 00paboTke nzodpaxenuit B 2025 r. mpoBoIMIIOCH COpEB-
Hosanue «Digit Recognition Low Power and Speed Challenge», rae npeanaranocsk pa3pabortats ap-
XUTEKTypy yckoputens Ha 6aze IIJIMC mus pacmo3HaBanms pykomucHBIX Iudp n3 6azer MNIST.
K copeBHOBaHUSIM JOMYCKAIHUCh TOJIBKO MPOEKTHI, KOTOPHIE Ha TECTOBOW BBEIOOpPKE JEMOHCTPUPOBAIN
TOYHOCTE He MeHee 97,5 %.

OnHUM M3 NEepPCIIeKTHBHBIX ITOIXO0IO0B K IMOCTPOCHHI0 KOMNAKTHBIX U 3ddextuBHbIx HC s pac-
NO3HaBaHUs W300pakeHui siBisieTcs ucnosib3oBanne OJIPII [8]. B HacTosmieii craTbe paccmarpuBa-
forcs npuHuumel padotsl OJPII u npaktudeckue acnextsl peanusanuu HC ¢ ero mpumeHeHrneM Ha
6aze IIJIMC. DkcriepuMeHTallbHBIE HCCIENOBaHM TTOKa3bIBaIOT, 4To ucnoip3oBanne O/IPII B kaue-
CTBE CPEACTBA IIOJyYEeHHsS BEKTOPHOTO INPEICTAaBICHUS (BIOKECHHS) M300pPaKSHUS TTO3BOJISAET TOITY-
YUTh KOMITAaKTHYIO apxuTekTypy HC, neMOHCTpUPYIOIIYI0 BBICOKHE MOKa3aTeld TOYHOCTH B 3ajade
knaccupukanuu nzodpaxennii. Takum oOpa3om, naHHas paboTa HampaBlieHa Ha pa3BUTHE METOIOB
HOCTPOCHHUST KOMIAKTHBIX U 3 dextuBapix HC mist 3ama4 pacnozHaBaHUs N300paskeHNH ¢ pearn3anu-
eit na [UIMC.

Oo0yyaemoe nByMepHOe pa3aeaumoe mnpeoOpaszoBaHue. C BBIUYUCIUTEILHON TOYKH 3PECHHUS
OJIPII (anrs. LST, learned 2D separable transform) npeoGpa3syer nBymepHoe u3o0paxenue X pas-

mepom 0, xd, B msoGpaxenne Y pasmepom d , xd , . [IpeoGpazoBanne HAa3bIBAETCS Pa3IEINMBIM,
MOCKOJIbKY BHA4aJie BBIMOJIHAETCS 00pabOTKa CTPOK u300pakeHust X, MOCHE 4ero obpaszyercs
IIPOMEXYTOYHOE MPEJICTaBIeHUEe N300paxeHus, umeromiee pasmeprocts 0, xd , . anee momyueHHoe
IPOMEKYTOUHOE IIpeCTaBICHHE 00pabaThIBaeTCs MO CTONOIAM, B PE3ylbTaTe YEro IMONydaeTcs
BbIXO/IHOE M300paxkenue Y pasmepom d, xd , . Takum o6pazom, pasnennmoe npeoOpasoBaHUe Hajl

n300paXCHHEM MOXKHO TIPEACTaBUTh KakK KOMIIO3UIMIO JBYX TMpeoOpa3oBaHuii, paboOTarommx
C OJIHOMEPHBIMHU TaHHBIMH (pHC. 1).

Ocob6ennoctrro OJIPII, npezncrasieHHoro B pabdore [8], sBisiercs TO, uTO it 00pabOTKU CTPOK
Y CTOJIOOB HM300paKEHUs MPEUIOKEHO MCIOJNIb30BaTh OJHOCIHOWHBIE TonHOCBs3HBIe HC. Marema-
traeckn OJIPI1 MoxkHO 3amucath B BUJIE

Y = LST(X) = s(W,o(W,X" +b,)" +b,), 1)

rne o) — dynkums axrusaumm; W,W, — wmarpuust d, xd, nuHeiiHbIX npeoGpasoBaHui,
ONHCHIBAONIUX MONHOCBs3HBIE ciior HC 1 06paboTKU CTPOK | CTONOIOB COOTBETCTBEHHO; D),b, —

BEKTOPBI cMenlenuit pasmepom d , x1.

Ha puc. 2 nokazano rpaguieckoe mpeICTaBIeHne MaTeMaTHYECKUX JCHCTBHIA, BBIMTOIHIEMBIX IIPH
peammzarnuu OJIPIL.
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Puc. 1. [Tpuauun paGoTel pa3aenuMoro mpeoOpa3oBaHus
Fig. 1. The principle of operation of a separable transform

MonHoces3HbIl MonHoces3HbIl
BxogHoe enoii (FC1) cnoti (FC2) BbixogHoe
n3obpaxeHue Pasgenenve dout X din Paspeneune dout X din  N300PAXKEHMNE
Ha CTPOKM V., xdyu; Ha CTONGLDI

[ I
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Puc. 2. O6paboTka n300paxkeHus: 00y4aeMbIM IBYMEPHBIM Pa3JeIMMbIM PeoOpa3oBaHHEM
Fig. 2. Image processing by a learnable two-dimensional separable transform

MoxHo 3amerutb, yto OJPII coctout u3 nByx stanoB oOpaboTku. Ha mepBoMm sTtame BXoIHOE
n300pakeHre pazJielisieTcss Ha CTPOKU M oOpabaTbiBaeTcss MOJTHOCBS3HBIM cioeM FCl, k BBIXOmy
KOTOpPOTO TpHUMEHSIETCS HeNWHeWHass (QyHKOWs axkTuBauuu. [locime 3Toro pe3ysibTUpYOIee
npecTaBieHre 00pabaTeiBaeTCs 10 CToJI01aM ¢ ucnoib3oBanueM cios FC2. Beixog Y OJIPIT Oynem
Ha3beIBaTh BiIOkeHueM (anri. embedding). Pasmep momydeHHOTO BIIOKEHMS ONMpEAESETCS mapamer-

pom d_, . OGuiee uncno nacrpausaembix napamerpos OJIPIT Haxoaures mo Gpopmyiie
NLST :2'(din +1)'dout ' (2)

HC LST-1 pas pacno3naBanus uzodpa:kenuid Ha ocHoe OJIPII. O/IPII MoxHO HCIONB30BATh
B KauecTBe 0a3zoBoro Omoka npu koHcTpyupoBanuu HC mist pacnioznaBanus n3o0paxeHuid. B Hactosiiei
pabote npemnaraercs paccmorperb HC, cocrosiyio u3 oguoro 6oxka OJIPI1 u kaccupuuupyromero
HIOJTHOCBSI3HOT'O CJIOSI C aKTUBALMOHHOM (yHKImeit Softmax (puc. 3). Buyrpu 6moka O/IPII B kayecTBe
AKTUBALMOHHOW (DYHKLIMH UCIONB3YETCSA THIEPOOTNIECKUN TaHT€HC.

HC, u3o0paxkeHHast Ha puc. 3, paboTaeT CICAYIONUM 00pa3oM: Ha BXOJ MOJAETCs W300pakeHue
pasmepom 28x28, koropoe mpu momomiu Oyoka OJIPIT mpeoOpasyeTcss BO BIOKEHHE pa3MepoM

o v 2
d,, xd,, . Cnoit Flatten Bemonssier npeoGpa3zoBaHue BIOKEHHS B OJHOMEPHBIH BeKTOp pasmepom d., .

Jlasiee TONHOCBSI3HBIA CJIOM, MapaMeTpamMd KOTOpOro sBistorcss marpuia BecoB W) pasmepom
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2 v o
dg xn ¢ akTHBanMOHHOW (yHKumMen Softmax
BBIMONTHSET ~ KiIacCU(UKAIMIO HM300paKeHMs, BBIYHCISAS BEPOATHOCTH  OTHeCEHHMs u300pa-

KJlaccoB. B kadecTBe pesynbTaTa KiacCH(pHUKAIMKU BRIOMpAETCs KIIacc,

¥ BeKTOp cMelueHuii D, pasmeproctH n

classes classes ?

JKEHHUA K KOKIOMY U3 N,

KOTOPBIA UMEET HauOOIBIIYIO0 BEPOSTHOCTb.

lNonHocesi3HbIU crol

BxopHoe p ‘n
V|306pa)KeH|/|e amf Clasqeq\
>
8len E g Bbixoa
K8 ¥ 2o 28 X dout Sl => S|
= 3

Puc. 3. Apxutekrypa HeliponHoi cetrn LST-1- d

Fig. 3. Architecture of neural network LST-1- d

[pezcraBieHnas Mojelb B AaibHelmem Oyaer o6o3nauarses kak LST-1-d , , rne d , — umcio,

ompeesoniee pa3MepHOCTh nonydaemoro BHyTpr HC BioXeHHs, OT KOTOPOTO 3aBHCHUT oOIiee
YHCIO HACTpaBAaE€MBIX MApaMETPOB MOAeNH. bojee cTporo olmiee YHCIO MapaMeTpoB MOJICITH

LST-1-d,, onpenmensercs kak cymma umcina napamerpoB OJIPII u uucna mapamMeTpoB IOJNHO-
CBSI3HOTO BBIXOJIHOTO CJIOSI:

N :NLST+NFc:2'(din +1)'d0ut+n (d +1)’ (3)

LST-1 classes out

rae N — YHCJIO pacliO3HaBaCMbIX KJIACCOB.

classes

3uauenus 4, u n KaK [PaBUJIO, ONPEACISIFOTCS YCIOBUSIMHE 3a]1a9 U SIBISIOTCS QUKCUPOBaH-

classes *

HBIMH, B TO BpCMs Kak d MOKET OIPEACIATLECA Ha 3Talie pa3pa60TKH MOJCIIH. 3aMeTHM, 4YTO OT

out
napamerpa O, 3aBucut emkocTh (aHri. capacity) mozenu u ee o6o0Iarmas crocobHocTs. OnHaKo,
KaK CliefyeT U3 BhlpaxkeHus (3), ero yBelMUYCHHE BBI3BIBACT KBAJIPAaTHYHBIA POCT YMCIA HACTpau-

BaeMBIX [TapaMeTPOB.
Ha puc. 4 mokazaHo, Kak IPOUCXOAUT 00paboTKa n300pakeHns B o0yueHHo# cetn LST-1-28.

NcxopoHoe Pe3synbTaT 06paboTku PesynbTaT 0bpaboTkun
n3obpaxeHune (X) rno ctpokam (V) rno ctonbuam (Y)
1.0 0 1.0 0
0.5 0.5
0.0 0.0
-0.5 -0.5
-1.0 -1.0

Puc. 4. O6pabotka n3o0paskeHust B HelipoHHo# cetn LST-1-28
Fig. 4. Image processing in the LST-1-28 neural network

Ha nepBom stane ucxomHoe mzoOpakeHne X o00pabaThIBaeTCS MO CTPOKaM, B PE3yJIbTaTe YEro
o0pa3yercss POMEXYTOYHOE mpezacTaBieHre V. MOXXHO 3aMeTHTh, YTO TEPBBIE CEMb CTPOK V
UMEIOT OJMHAKOBEIE 3HAYCHHs. DTO CBSA3aHO C TE€M, YTO Ha MCXOJHOM HM300paKCHHUU TIEPBHIC CEMb
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CTPOK TaK)Ke MMEIOT OJJMHAKOBBIE 3HAYCHUs, paBHble —1. Pe3ynbrat 00paboTku mo cronduam Y (wiu
Beixog OJIPII) mpexmcraBisieT coOOil BIOKEHHE, KOTOPOE IIOCIIE «pa3sBOpAuMBaHMA» €r0 B BEKTOP
MOJaeTCs Ha BXOJ KIaCCHUIMPYIOMIEro Ciios. MOKHO OTMETHTb, 4TO Y SBJISETCA PaHIOMH-
3UPOBAHBIM MPEICTABIEHHUEM HXOIHOI0 H300PaKEHUS, COCEHUE MUKCENd Y HE UMEIOT MM UMEIOT
OYCHB CJIA0YI0 KOPPEISIUOHHYIO CBSI3b MEXTy COOOH.

Peamm3anmusa HC LST-1 na IIJIMC. B nanHOM pazjiene onuchiBaeTcs (yHKIMOHAIBHAS CXeMa
IP-6moka mnms ammapartHo#t peammzaruu momenmu LST-1 ma IIJIMC. Hnatepdeiic paszpaboTranHOTO
anmnapaTHOro MOJyJIs TOKa3aH Ha puc. 5.

IP-6n0K
clk ) A
rst.n_l LST-1 [="M-°
sta.rt_i._, |, rdy o
din_i_L%,

Puc. 5. Unrepdeiic IP-61oka HelipoHHO# ceTn
Fig. 5. Interface of the neural network IP block

IP-6710k MMeeT BXOJIbI IJIsI YIIPABJISAIONIAX CHTHATIOB cOpoca (rst_n) u 3amycka (start_i), a Takke
WHGOPMAITMOHHBIA BXOA din_i, wcmomp3yromiuiics anst momayu mukcened m3oOpaxkeHus. [locrme
MoJayr Ha BXOJ BCeX NHKcened wn3o0paxenus |P-Ol0K aBTOMATHUYECKH MEPEXOIUT B PEXKUM
BBIYUCIICHHUS BBIXOAHOW METKU. [0 OKOHYAaHMM BBIMMCIHMTENBHOTO Ipoliecca Ha BhIXOAE rdy_o
YCTAQHABJIMBACTCSl 3HAUCHUE JIOTMYECKOW EIMHUIBI, a METKa PaclO3HAHHOTO Kijacca IOCTYIaeT Ha
BXOZ num_o.

OO0mui 1oaxoa, MPUMEHSEMBIA B peanu3anuu gaHHoro |P-0ioka, 3akioyaeTcs B NEPEUCIIONb-
30BaHuM ammapatHeix pecypcoB IIJIMC. IP-6nok umeer O3Y, B KOTOpoe B HadajbHBIH MOMEHT
BPEMEHH TIOMEIIAETCS HMCXOJHOE H300paKeHHe. 3aTeM BEINONHIETCS 00paboTka M300paskeHUs Io
CTpOKaM M 3amuch pesyiabrata B To ke O3Y. Jlazee npoucxoauT o6pabOTKa MNOIYYEHHOTO
NpeJICTaBICHUs] U300pakeHUs] Mo croibuam c 3amucbio pesynbrata B O3Y. Ha 3akmrounTtenbHOM
JTare IPOU3BOAATCS BBIYHUCICHUS, PEaIU3YIOIINE OTHOCBA3HBIN KiacCU(UIMPYIOIINN CIION, JaHHBIE
uId KoToporo Takxe Oepyrcst u3 obumero O3Y. Hcnonssys Bozmoxunoctu ITJIMC mo peanuzaunu
napauiCJIbHbIX BBIT-II/IC.HCHI/II;'I, npeaiaracTcAa mnapajji€JibHO BBIYUCIIATHL 3JIEMCHTBI CTPOK U CTOH6HOB

OJIPII, nns yero B crpykrype IP-6i1oka npumensiorcs d_ . BerumMcianTensHbix snementos (anri. PE,

out
processing element). Kaxaeiii Bbrauciautenbubiii snemedt (BD) cocroutr u3z MAC-sapa (aHri.
Multiply and ACcumulate) u madopa 13V, koTopbie XpaHsaT napameTpbl Mojenu LST-1.
Hwke npusesen o0muii anroput™ pabotst IP-61oka, peanusyromero mozuens LST-1-d ,

.cnt_o =0

.if (start_i == 1) mepeiitu k mary 3, else nepeiTu K mary 2

.03Y[ent_o] = din_i

.cnt_o =cnt_o + 1

.forcnt_r =0, 1,., d -1
fori =9, 1,., d, -1
ACC[i] = ba[i]
end for
10. forcnt_c =0, 1,., d -1

11. fori =0, 1,., d_ -1
12. ACC[i] = ACC[i] + Wi[i,cnt_c]*03Y[cnt_r*d, + cnt_c]

1
2
3
4
5 if (cnt_o == dozut —1) nepeiitu k mary 6, else nepeiiTu K mwary 2
6
7
8
9
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13. end for

14. end for
15. forcnt c =0, 1,., d -1

in

16. 03Y[cnt_r*d, + cnt_c] =Tanh(ACC[cnt_c])

17. end for

18. end for

19. for cnt_c = 0, 1,., d -1

20. for i =9, 1,., d -1

21. ACC[i] = ba[i]

22. end for

23. for cnt_r =0, 1,., d, -1

24, for i =9, 1,., d -1

25. ACC[i] = ACC[i] + W[i,cnt_r] * 03Y[cnt_c*d, + cnt_r]
26. end for

27. end for

28. for cnt_r =9, 1, ., d, -1

29. 03Y[cnt_c*d,, + cnt_r] = Tanh(ACC[cnt_r])
30. end for

31. end for

32. for j =0, 1,., N —

33.  ACC[i] = b[i]

34. end for

35. for cnt_o =9, 1,., d -1

36. for j =0, 1,., N, -1

37. ACC[j] = ACC[J] + W[j,cnt_o] * 03Y[cnt_o]
38. end for

39. end for

40. num_o = argmax(ACC[0,1,.., Ny —11)

41. rdy 0 = 1

B npencraBneHHOM anroputMe mard 1—5 Hy>KHBI JUIsi HA4aIbHOW 3amucu u3oOpaxenus B O3Y.
Ilarm 6-18 ommceBalOT 00pabOTKy M300pakeHUs 1Mo CTpokam, a mard 19-31 — obpaboTky Mo
cronbmaMm. Hakoner, marum 32—41 ONMCHIBaOT BBIYUCICHUS, CBSA3aHHBIE C KIACCH(DHUIMPYIOUTIM
cnoem. O6miass cTpykrypa IP-0i0ka, peanu3yromero JaHHBIA aJrOpPUTM BBIYMCICHHUS IS CITydas

d,, =28, uzobpaxena na puc. 6.

111 KOppeKTHOW BBIOOPKH JTAaHHBIX B CHCTEME UCTIONB3YIOTCS TPU CUETYMKA: JBA U3 HUX OTBEYAIOT
3a OIpeJNieIeHne CTPOKU M CTOJIONA COOTBETCTBYIOUIMX MAHHBIX, a TPETHH CIY)KUT Ui CKBO3HOM
aapecanun O3Y. Boruncienne ¢(yHKUMH TrUnepOOIMUecKoro TaHreHca (tanh) ocyiecTBiseTCs
MI0CJIE0BATENBFHO, YTO MO3BOJISIET 32 56 CHUCTEMHBIX TAKTOB BBIIOJHUTH 00OpPaOOTKY OIHOW CTPOKH
n300pakeHns (28 TaKTOB TpPaTHTCA HAa pacyeT CyMMBI NMPOM3BEACHHWH M 28 TaKTOB — Ha 3aINCh
pesynbrata B O3Y). [lns onpeneneHns: BEIXOAHOTO 3HAYEHHS TIPUMEHSETCS YIPOIICHHAs 110 CpaBHe-
HUIO ¢ softmax QyHKIHs argmax, KOTopasi He UCIIOIb3yeT BHIYUCICHNE SKCIOHEHIUANBHBIX (YHKIHH,
YTO CHOCOOCTBYET YMEHBIICHUIO BEIYHCIUTEIHFHON CII0KHOCTH.

Bce Beruncienus, otHocsmuecs Kk OJIPII u Kk BBIXOTHOMY ITOJIHOCBS3HOMY CJIOIO, OCYIIECTBIIS-

totes ¢ ucnonbsoaanem 0., =28 BD. Ilpu peanusaunu 0fHOTO (U3HUECKOTO BBIMUCIUTEILHOTO

[o]
CJI0S1 BO3HHKAET HEOOX0ANMOCTh pasaesenus BD Ha nBa tuna (puc. 7): rco — row-column-output u rc —
row-column.
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d_in rst_n start_i
03y o Yetpoucrso
- NOK npasnexHuns
dane 2 CUYETUMKOB -
Addr ent |ent|ent, ynpasnswowne  rdy_o
P 4 3 1 2 3 CUrHanbl
l |1.|312 lw |t.|3[2 |1 Ia |3 2|1 |1¢ |2 |1 |4 |2 |1 |4 |2 [1 |A |5 lw >
PE, PE. PE,co PE,, PE, PE,. PE,.
[Tanh] | #o # # #0 # #6 | | 7
Pr Prp-- Pr Pr Pr - Pr
" #2 #10 #11 #12 #27
Argmax — NUM_0

Puc. 6. Crpykrypa IP-6roka Hefiponnoii cetn LST-1-28
Fig. 6. The structure of the LST-1-28 neural network IP block

data cnt, cnt. cnt, dalta cnt,  cnt.
\ 4 n"y Y
n3y Mn3y n3y n3y
CTPOK|  |cTonbLog| PbIX0AHOTG CTPOK| [cTonbuoB

*ouput

Youput

Puc. 7. ApxutekTypa BEIYHUCIHTEIBLHBIX OJOKOB HEHPOHHOMH ceTH
Fig. 7. Architecture of neural network processing elements

B IP-6mmoke LST-1 ucnons3ytorcst 10 BD THma rco, KoTopble MHOTOKPATHO MPUMEHSIOTCS KaK st
Beruucnennid OJPIL, tak u s GopMupoBaHMs 3HaYSHMH BBIXOAHOrO MoHOCBsA3HOro ciost HC.
s nmognepkku ABOMHON (yHKuMOHanbHOCTH BD TpebyroTcs Xpanwiuime i Ko3(h(GHUIMEHTOB
BBIXOJTHOTO CJIOSI M JIOTIOJTHHUTENBHBIA aJIpecHBI BXOJl, 00CCTICUMBAIOIINK yMpaBlieHHE JOCTYIIOM
k namsatu. OcraBmuecss 18 BD tuna rc mpeaHasHaueHBl MCKITIOYUTENBHO JUIA 00pabOTKH CTPOK
u cronouos B OJIPIL. IlepexmoueHne peXUMOB BBIYUCICHUH OCYLIECTBISCTCS YCTPOHCTBOM
YHpaBIeHHUS.

briok cueTynkoB (pHc. 6) CIyKUT Ui TeHEpaluu aapecoB JOCTyNa Kak K MaMsATH BECOB, Tak
u k O3V, rae XxpaHaTcs IpOMEKyTOUHBIE PE3YIbTaThl HA BCEX dTalax BBIUMCIICHUI.

Croit softmax (cM. puc. 3) oTBeyaer 3a popMHUpOBaHKE pacrpeaesieHust BeposTHocTel mo 10 BBI-
X0JHbIM KiaccaM (mudpel or 0 mo 9). OnHako HET HEOOXOMUMOCTH HCIIOJIL30BaTh (YHKIIHIO
akTuBanuu softmax npu anmaparHoii peanuzauun HC. BMecTo 3T0ro MOXHO MCIIONb30BaTh (PYHKIUIO
argmax Juisi cpaBHeHHsI BceX 10 BBIXOAHBIX 3HAUCHHMH KIaCCH(PHUUIMPYIOIIETO cI0s U BBIOOpa Kiacca
C HaMBBICIIMM 3HaueHuWeM (aHri1. Score). Kpome Ttoro, ammapaTHas peamu3anus QyHKIMHA argmax
3aneiicTByeT 3HaunTeIbHO MeHble pecypcos [TJIMC no cpaBHenuto ¢ softmax.

Y CTpPOHCTBO yHpaBieHUs] PeaJu30BaHO KaK KOHEUYHBIH aBTOMAaT C KOMOWHAIIMOHHOW JIOTUKOM ISt
TeHepaIuy CJIEeIYIOIEer0 COCTOSIHUS W COOTBETCTBYIOIIMX YIPABISIONIMX CHTHAJIOB JUISL JPYTUX
MOJTyJIEH.
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Henuueitnas ¢yHkuus akTuBaiue tanh ammpokcHMHUpyeTcs ¢ MOMOIIBIO anmapaTHO-OPHUEHTH-
pPOBaHHON KycOYHOW (YHKIHH, TOCKONBKY MpsMas peanu3aius moTpedboBaga Obl  OOMBIITUX
BBIYHCIIUTEIIBHBIX 3aTpaT. ATIMPOKCHMAIIHS BBITOIHSETCS 10 hopmyrte [2]

sign(x), [¥ > 2,

tanh(x) ~ F (x) = (1+§)~x,—2<x<0, 4)

(1—%)-x,0<x<2.

Ha puc. 8 mokaszansl ucxoaHas GyHKIUS TUTIEPOOTNIECCKOTO TAHTCHCA H €€ alllPOKCUMAIIHS.

Annpokcumaums yHkuum tanh(x) Owwunbka annpokcumaumn
10— e 0.04 1
—— tanh(x) —— tanh(x) — F(x)
05{ —— F(x) 0:021
OO - OOO Y 4 N L LT L LT LT TTTTTTTYY (TP PP PR
=0:5] —0.02 A
—101; e ; ; ; — ~0.04 1 ; ; ; ; ; ;
-3 =2 -1 0 1 2 3 -3 =2 -1 0 1 2 3

Puc. 8. Cpasrenne ¢ynkuuu tanh ¢ ee anmnpokcumarueit
Fig. 8. Comparison of the tanh function with its approximation

Hcxons u3 puc. 8 MOXKHO CENaTh BBIBOA, YTO ANNPOKCHMALMSA MO3BOJSIET KOPPEKTHO OTPA3UTh
noBesneHre QYHKIMHM akTUBanuu tanh. DTo roBOpUT O PEIeBaHTHOCTH €€ MCIOJIb30BAHHS C IIEIBIO
CHIDKEHHS amlmapaTHBIX 3aTpart npu peanusanuu Ha [TJIUC.

IIpouecc o0yuenust HC LST-1. O6yyenne HC LST-1 ocymiecTBasuioch ¢ UCIOJIB30BaHUEM Oas3bl
nzobpaxennii pykormcHbIX 1udp MNIST. baza MNIST cocrout u3 70 ThIc. M300pakeHuii pa3me-
poM 28%28 mumkceneid B Tpajallsx ceporo M pa3duTa Ha JBE YacTW — TPEHUPOBOUYHBIN HabOp
(60 ThIC. M300OpakeHuit) U TecToBIi (10 THIC. M300pakeHMit). Ha 3Tane o0yueHust H3 TPEHUPOBOYHOTO
Habopa ciay4yaliHBIM 00pa3oM BbIIeNsuIack 1 ThIc. M300pakKeHUH Uil MCIIONB30BAHUS B KauecTBE
BaJIMJIAIIMOHHOTO Ha0opa, ocTaBIIrecs 59 ThIC. MPUMEHSIUCH JUIs 00yueHus: Mojaeau. s oOyueHus
MOJIEJIH MCTIONIB30BaIKCh s13bIK Python u 6ubinorexa PyTorch.

Ilepen nmonaueii B HC BoInonHs1ack mpeaBapuTebHas HopMaiu3auus n3o0paxenuil. M3HauansHO
MUKCENN W300paKeHWH TMpeAcTaBiIeHbl YuciamMu B gauamazoHe ot 0 mo 255. Jlns  ympo-
HIEHUs mpoliecca 00yUYeHHUs BBIMOMHIETCS HOPMaM3alysl JaHHBIX TaKuM 00pa3oM, 4TOObl 3HaYCHHE
KaXI0ro muKcesst Obulo B Auama3oHe oT —1 g0 1, cpenHee 3HaUYeHHE PABHSIOCH HYJIO, @ CpeaHe-
KBaJpaTHyeckoe OTKIOHeHue coctaBisuio 0,5. Hopmanmuzanums u3o0pakeHHH — pacrpoCTpaHEeHHBIN
npakTHdeckuil mpuem [9], MOBBIMIAIOIIKI YCTOWYHBOCTh TPAJUCHTHOTO CIYCKAa M YCKOPSIOIIUI
cxoaumocth Mozenu HC. B kadecTBe QyHKIMU NOTEph MCIONB30BAJICS OTPHUIATENBHBIN JIorapudm
¢GyHnkumu npasaononodus (anri. negative log-likelinood loss, NLLLosS).

Hns ontumusanuu napamerpoB HC LST-1 npumensuics meron Adam (anri. ADAptive Moment
estimation) — oauH U3 cambix 3(P(HEKTHBHBIX AITOPUTMOB TPAJUCHTHOTO CITYCKa C aJalTHBHBIM
mraroM. OCHOBHOM mapamMeTp Jr000ro MEeTo/a CTOXAaCTUYECKOro TIPaJUeHTHOrO CIyCKa — CKOPOCTh
o0y4yeHust 1|, KOTOpasi, IO CYTH, SIBISIETCS THIIEPIapaMeTpOM, BIHSIOIIUM Ha pe3yibTaT 00ydeHHs.

CrumkoM O0NbIIoe 3Ha4eHHE T) MOKET NMPUBECTH K TOMY, YTO B MPOIECCe MUHUMHU3AIHNH (YyHKITHH

NOoTEeph MOJACIb HE CMOXKET CTa6I/IJ'II/ISI/IpOBaTBC$I B TOYKC MHHHUMYyMa (FJ'IO6aJ'IBHOF0 Huin xopouiero
JIOKAJIbHOT O). C ,I[perﬁ CTOPOHBI, CIIMIIKOM MajJI0¢ 3HAYCHUEC T|, KaK IIPAaBUIIO, IPUBOAUT K TOMY, YTO

MOJICITb «3aCTPEBAET» B TOUKE HEMPOU3BOIUTEIHHOTO JIOKATFHOTO MUHUMYMA. UTOOBI N30€KaTh NBYX
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OTHMCAaHHBIX CIICHAPHEB, B JAaHHON padOTe WCIIONB30BAJCH TUIAHHUPOBIIUK CKOPOCTH OOY4YeHHS —
METO/, KOTOPBII IUIaBHO M3MEHSET 1 B mpouecce oOyueHHs. B dacTHOCTH, CKOpPOCTH OOy4eHUs

ornpeaessuiach GyHKIUeH MUKINIECKOro KoCuHycHOro omkura [10]:

mod(t, T,) i

1
ﬂ(t) = Miin +E (nmax - 1ﬂlmin) 1+cos ' (5)

0

rae t — HOMep TeKyled SIOXH; 1), — MHHMMAaJbHas CKOPOCTb OOy4eHMSd, 1, — MaKCHMMabHas
CKOpPOCTB; T; — KOJMYECTBO 3I0X, B TCUEHUE KOTOPHIX MPOUCXOAUT CIIaJl KOCHHYCA, IIPEXK/E YEM CKO-

pOCTh cOpocUTCsL.

Takum o00pa3zoMm, TOCIHE KaKIOW JMOXH OOY4YeHHS TapaMeTp CKOpPOCTH OOydeHus mepepac-
cunThiBajIcs 1Mo (opmyie (5) U ¢ MOMOIIbIO BATHAALMOHHOTO HAbOpa ISl TEKYIIE MOJIEIH paccyu-
THIBAJIOCh 3Ha4YeHHe (YHKIMHU MOTeph. B KadecTBe UTOTOBOW BHIOMpanach MOJIENb, KOTOpas 3a BCe
BpeMst 00y4eHHUs] MMeNa HauMeHbllee 3HaueHUe (QYHKIMH MOTePh Ha BAJTMIAIIMOHHOM Habope.

PaccmoTpennsie B HacTtosmieil pabore mMoaenu oOydanuck B Tederne 300 3MOX, IIUTETHHOCTH
OJHOTO IMKIa OoTxura (mapamerp T, B BbpaxeHuu (5)) BbIOMpamach paBHOW 100, HagambHas

ckopocTh 00ydenus 1, =0,001, a MUHUMaNIbHAS CKOPOCTH 00ydenus 1, =5-107°. Ha puc. 9 noka-
3aH rpad)K N3MEHEHUSI CKOPOCTH O0yUYEeHMsI, NCTIONB30BABIIMNACS TP 00yUESHUH MOEIEH.

LInKNnn4ecknin KOCUHYCHbIN OTXXUI

0.00100 -
0.00075 -
£ 0.00050 -

0.00025 A

0.00000 -

0 50 100 150 200 250 300
Homep anoxu, t

Puc. 9. I'padmk m3mMeHeHNST CKOPOCTH O0YUEHHS C HCTIOIE30BAaHUEM METO/1a KOCHHYCHOTO IIUKIIMYECKOT0 OTKUTa
Fig. 9. Graph of the change in the learning rate using the cosine annealing with warm restart

Jnst perymsipuzaiiu pacCMOTpPEHHBIX B paboTe Mopenedl MPUMEHSUICS METOHA IpomayT (aHTII.
dropout) [11], xoTopblii 3aKkio4aeTcss B CIy4allHOM OTKIIIOYEHHH 3aJaHHOM N0JIH P, HEHPOHOB
B TIOJTHOCBSI3HOM CIIO€ B Ipollecce 00ydeHHs. DTO 3aCTaBiIsIET MOJAENh YUUTHCS 0oJiee yCTONYMBHIM
MIPEJICTABJICHUSAM M JIaBaTh BEPHBIC OTBETHI JaXe MPU HAJIMUYUHU HEMOJHBIX JaHHBIX Ha BXxoje. B moi-
HocBs3HBIX cinosix OJIPIT momenmn LST-1, oTBewaromux 3a 00pabOTKY CTPOK M CTOJIOIOB, 3HAUYECHHUE
Purop BBIOMpaNOCH paBubiM 0,1.

OKCriepuMeHTanbHasi 4acTh pabOThl BKIIOYAET JIBAa OCHOBHBIX JTala. MEPBBIA — HCCIEIOBaHUE
MPOU3BOAMTEIBLHOCTH Mojenu LST-1 npu ucnonb3oBaHMM BHYTPEHHUX BJIOKEHUN pPa3IUYHON
pa3sMEpPHOCTH, BTOPOH — BaJIMJalMsl M TECTUPOBAHUE ammapaTHON peanu3aiuu mojenu LST-1 Ha Gase
TJIAC.

PesyabTatel 06yuenuss HC LST-1. B pabGore BbINOIHEH aHANIN3 MPOU3BOIUTEIBHOCTH MOJIEIN

LST-1-d,, mns pasnmunbix 3Havenuii mapamerpa d . Kak roBopwiock paHee, B mpejiaraemoit
mozmemu LST-1 mapamerp d,, oTBewaeT 3a pasmep BHYTPEHHETO IPEICTABIEHHS BXOIHOTO
n300paXKeHus1, a TAKKe BIUIECT Ha 00IIee YUCIIO MapaMeTpoB Mojielii. Himke puBeIeHbl pe3yIbTaThl
o0yuennst 11 pasnmunbix momened LST-1 ¢ pasubiMu 3HaueHusimu mapamerpa O, . Jlnst xaxmoii

MoJienu npoBesieHbl 10 He3aBUCHMBIX DKCIIEPUMEHTOB 00yUYeHHUs ¢ Pa3lIMYHON HAYaIbHOW HMHUIHAIIH-
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3ammerd BecoB. CTaTUCTUYECKHE TMOKa3aTelnu (CpelHee 3HAYCHHWE U CTaHJIAPTHOE OTKJIOHCHUE) TOY-
HOCTH, PacCUMTaHHBIC MO Pe3yjabTaTaM 3THX JKCIEPUMEHTOB, NpEICTaBieHbl B Tabu. 1. Jlns pery-
TSpU3aluy PUBEACHHBIX B Tabn. 1 Mozaenedl k Kiaccu(pUIUPYIOMIEMY CJIOK0 B Ipoliecce 00ydeHUs

TaKKe TPUMEHSUICS MeTol aponayt. [lis mozeneii co 3Hauenunem napamerpa O, =2,4,...,16 s

TIOCJIE/IHETO CIIOSl YCTAHABIMBAIOCH 3HAYECHUE Py, =0,1. [ns Momeneit co 3HAYCHHAMH TTapaMeTpa

d,,. =20, 24, 28, 32, 36 u 40 HUCIIOIB30BATUCH 3HAYCHUS Purop = 0,15; 0,15; 0,18; 0,20 m 0,22 cootseT-

CTBCHHO.

Tabnuma 1

Yucno napamerpos Mogene LST-1-d_, ¥ X TOYHOCTb Ha TeCTOBOM
Bei0opke MNIST

Table 1

The number of parameters of the LST-1-d,,, models and their accuracy

on the MNIST test set

it

Monens Uucno nmapaMeTpoB Tounocts, %
Model Number of parameters | Accuracy, %
LST-1-2 166 75,13 +2,28
LST-1-4 402 92,93 £ 0,66
LST-1-8 1114 96,28 +£0,19
LST-1-12 2146 97,14 £0,17
LST-1-16 3498 97,27 £0,13
LST-1-20 5170 97,61 + 0,06
LST-1-24 7162 97,83+0,14
LST-1-28 9474 98,03+0,14
LST-1-32 12 106 98,17 +0,18
LST-1-36 15 058 98,23 +0,13
LST-1-40 18 330 98,32 +0,08

Jns mpumepa Ha puc. 10 nokaszansl kpuBbie 00yuenust mojienu LST-1-20 na TectoBOM M Banuja-
MMOHHOM HaOopax. KpuBble mokasbiBaroT, 4to Mozens LST-1 umeer cTaOMiIbHYIO CXOAUMOCTbD, XOTS
nporecc 00y4YeHnsI 3HAUUTENBHO 3ame yisteTcs mociie S0-i anoxu. Cremyer OTMeTHTSh, uto mocie 100-i
n 200-ii 5m0X BUAHBI BO3MYIICHUS (DYHKIHMU IOTEPh KaK HAa TPEHHUPOBOYHOM, TaK M Ha BalUja-
[IMOHHOM Habopax, KOTOpble OOBACHSIOTCS IPHUMEHEHHEM METOJa KOCHHYCHOTO OTXKHra Jyis
yHpaBJeHus mporieccoM ooydeHus moaenu. Ecimu o0partuthes k rpaduky Ha puc. 9, To MOXKHO 3aMe-
TUTh, 4TO UMEeHHO Ha 100-i u 200-i smoxax MPOUCXOAAT CKauKoOOpa3HbIe MEPEeX0/bl K HadaIbHON
CKOPOCTH OOY4YEHHS1, KOTOPBIC U BbI3BIBAIOT BO3MYIICHHUSI.

KpuBbie 0byyeHus LST-1-20

4x107! —— TpeHUpOoBOYHbIN Habop
BanupaumoHHbii Habo
3%10- e P

2x1071

107

3HayeHne yHKUWUM noTepb

0 50 100 150 200 250 300
Snoxa

Puc. 10. @yHKIMs OTEph HA TPEHUPOBOYHOM M BaJTHJALMOHHOM Habopax mist moaenu LST-1-20
Fig. 10. Loss function on the training and validation sets for the LST-1-20 model
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Pa3peiB Mexny 3HaueHUsIMH (PYHKIMH HOTEph Ha TPEHHMPOBOYHOM M BAIMAALMOHHOM Habopax
00yCJI0BJIEH TPUMEHEHHEM APOIAyT-perysipu3aliy B mpolecce o0yueHus. JlaHHbIA METO, pean3y-
eMBIH Yepe3 CTOXaCTHYECKOe 3aHyJICHWE aKTUBAIMK CKPBITHIX HEWPOHOB, BHOCUT IOMOJHUTEIBHBIN
LIyM B JJaHHbIE, YTO MPUBOAUT K CMEILICHUIO OLIEHKH ITOTEPh B CTOPOHY YBEIMUEHUS U1 TPEHUPOBOY-
HOT'0 Ha0Opa OTHOCUTENHHO BaJTMIALIIOHHOTO.

Jis MONHOTHI OLEHKH W BBISIBICHHSA NpenmMyiecTB Moaenu LST-1 mpoBenen cpaBHUTENbHBIN
aHanu3 c¢ apxurexktypamMu HC, xoTopele daine BCero HCIOJIB3YIOTCA Ul ANIapaTHOW peaau3anuu
n300pakeHn pyKOHCHBIX Iudp Ha 6aze [TJINC.

Yame Bcero B pabotax, mocesmeHHbx peanusaiun HC wa [UJIMC s pacrio3HaBaHUS
n300pakeHns, B KadecTBe 0a30BOM apXWUTEKTYpPHI pPacCMaTPUBAETCS MHOTOCIOWHBIA TepUENnTpPOH
(MCTI) (aura. MLP, multilayer perceptrone), cocrosimumii u3 Kackaaa MOIHOCBI3HEIX CIIOEB [2, 4, 6, 7,
12, 13]. Takoii BBIOOp MOKHO OOBSICHUTB TE€M, YTO PETyJIsIpHAsi CTPYKTypa MOJTHOCBA3HBIX ciioeB MCIT
xopomo oTobpaxaercss Ha apxutektypy IIJIMC. BerunciuTtensHoe sIIpo TakuX CIOEB — ONepaluu
YMHOXXEHHMSI C HAaKOIUIeHMeM — OJ(QQEKTHBHO pealn3yeTcsi C HCIHOIb30BaHUEM BCTPOEHHBIX
DSP-6n0koB, umeromuxcss B0 MHorux cospemeHHbix [TJIMC. HakoHen, B OTIWYME OT CBEPTOYHBIX
HC, MCII umeer mpocTele W TpeAcKasyeMble MATTepHBI JOCTyNa K MaMSITH JAaHHBIX M BECOBBIX
K03(pPULIMEHTOB, YTO CYIIECTBEHHO YIPOLIAET JIOTHKY YIPABICHUS MaMATHIO.

Jnst o6o3HaueHus Tomonornu koHkpeTrHoro MCII ucmonb3yeTcs cnernumansHas Hotanus. Hampu-
mep, MCIT 784-13-10 o6o3nauaer, yto HC umeer 784 HeiipoHa Ha BXOJHOM CIJIO€ (COOTBETCTBYET
YHCITy MUKceNnel n3o0pakenns), 13 HepoHOB CKpHITOro ciiost U 10 HEMPOHOB BBIXOJHOTO CJIOSI, YTO
COOTBETCTBYET KOJIMYECTBY paciio3HaBaeMbix KinaccoB mudp (0-9).

B T1abn. 2 nmpuBenensl pe3ynbraThl cpaBHeHHs paznuyHbix MCII ¢ monmensio LST-1 mo ymeny
napaMeTpoB U jocturaemoii Tounoctu. Jlns monenert LST-1-8 u LST-1-28 yka3zaHbl MakCHMaJIbHbIC
3HAa4YCHUS! TOYHOCTH, MOJydeHHbIe B cepuu u3 10 HE3aBUCHMBIX IKCHEPHUMEHTOB OOy4YeHHs C pas-
JMYHON HaYaabHON MHUIHMAIN3AIMel BecoB (cM. Tabm. 1).

Ta6nuna 2
Cpasuenue Monenn LST-1 ¢ paznuansivu apxutektypamu MCIT
Table 2
Comparison of the LST-1 model with various MLP architectures
ABTOpBI Monens Uucno napameTpoB TounocTs, %
Authors Model Number of parameters | Accuracy, %
[nanuas pabora] LST-1-8 (mpennaraemas) 1114 96,53
Kwon, et al. [6] MCII 196-14-10 2908 94,03
[nanuas pabora] LST-1-28 (npemnaraemas) 9474 98,37
Westby, etal. [7] | MCII 784-12-10 9550 93,25
Huynh [13] MCII 784-40-40-40-10 34 960 97,20
Huynh [13] MCII 784-126-126-10 115920 98,16
Medus, etal. [2] | MCII 784-600-600-10 891 610 98,63
Liang, et al. [12] | MCII 784-2048-2048-2048-10 10 100 000 98,32

Cpenu KOMIIAKTHBIX apXUTEKTYp IJIsl AllIapaTHOW pealn3alyy paclio3HaBaHUs PYKOIHCHBIX (P
Boiessiercss MCIT 196-14-10 [6]. OcoOeHHOCTh JAaHHOW apXUTEKTYpPhbl 3aKIHOYAeTCsl B IpeIBapH-
TEJIbHOM CHIDKEHHH Pa3MEpHOCTH BXOAHOTO H300paxeHus 28x28 mukceneil ¢ MOMOLIBIO CIOS
cyomuckperusauuu  (anri.  max-pooling), KkoTopwlii (GopMHUpPYeT yMEHBIIEHHOE H300paKeHUe
pasmepom 14x14. JlanHOE TpeCTaBICHUE 3aTeM IIPeoOpa3yeTcs B OJHOMEPHBIN BEKTOp JUTMHON 196,
KOTOPBIH MoJIaeTcsl Ha BXOJ| ABYXCIONWHOMN ceTu. Takoi TprOK ¢ MOHUKEHUEM Pa3MEpPHOCTH Ha BXOJIE
MIO3BOJIAET 3HAYUTEIBHO COKPATUTD YHCIO 00y4aeMbIX apaMeTpoB (110 2,9 ThIC.), COXpaHUB MIPH 3TOM
BBICOKYIO TOYHOCTh 94 %. J1jis cpaBHEHHs OIHOCIOWHBIN MEPLENTPOH, 00padaThIBAIOIINNA HCXOIHOES
n3zo0paxeHne 0e3 MpelBapUTENLHOTO MOHMKEHUsT pazMepHOcTH (784 BXOMHBIX THKcels) U (op-
Mupyronii 10 BBIXOAHBIX BEPOSITHOCTEW, COAEPKUT 7,9 ThHIC. MapaMeTpOB M JOCTUTAeT TOYHOCTH
92,4 % [14]. OnHako mpeACTaBICHHAs B HACTOSIEM HccienoBanuu moaens LST-1-8 mperocxoaut
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apxXUTeKTypy [6] MO ABYM OCHOBHBIM TIOKAa3aTeNsAM: TOYHOCTH (MpeBbimicHHE Ha 2,5 %) U KOM-
NaKTHOCTH (KOJMYECTBO MapaMeTpoB MeHblne B 2,5 pasza). MCII, npemioxennsie B padore [13],
MTO3BOJISIIOT TIOCTHYh TOYHOCTH OT 97,2 1o 98,16 % ¢ mOMOIIEI0 HEOONMBIIUX CKPHITHIX MTOJTHOCBSI3HBIX
cioeB. B pabore [12] mpuMeHsieTCs MOIX0/ C YBEIHYCHUEM YHCIIa MTapaMETPOB CKPBITBIX CIIOEB. DTO
JIaeT BO3MOXKHOCTb JTOOUTHCs BbICOKOiT TouHOCTH (98,32 %) 1 Tpedyer Gosee 10 MiH napamMeTpoB, 4TO
MPEBBINIACT BCE PACCMOTPEHHBIC APXUTEKTYPHI.

Cpenn KOMITAaKTHBIX apXHUTEKTYp, 00padaThIBAIONINX BCe 784 MUKCENS MCXOTHOTO H300paXKeHWs,
cnenyet Boiaenuts MCIT 784-12-10 [7], xoropslit umeer 9550 mapamMeTpoB M JTOCTHIae€T TOYHOCTH
93,25 %. OnHako npejiaraeMasi B HacTosiie padote moaens LST-1-28 umeeT npakTudecku Takoe
K€ YMCII0 TTapaMeTPOB U TOYHOCTB, MMPEBOCXOIAMIyIO Ha 5,12 %.

[Mpennaraemast momens LST-1-28 mokasblBaeT TOYHOCTh, COMOCTABHMYIO C 0oJiee CIIOKHBIMHU
apxurektypamu MCIT 784-126-126-10 [13] u MCII 784-2048-2048-2048-10 [12], xoTopsie, 0IHAKO,
UMEIOT ofHa B 12, a Bropas B 1060 pa3 Goibiiie mapamerpos, yem LST-1-28. MCII 784-600-600-10,
npe/CTaBIeHHbIH B pabote [2], mMeeT TOYHOCTH, Ha 0,26 % NPEBHIMAMONIYI0 TOYHOCTH MOJICIH
LST-1-28, Ho npu 3TOM YKCIIO ero mapaMeTpoB B 94 pa3a Oosbliie.

KBanroBanune mnapamerpoB mogeau LST-1 u peammzauusi ¢ GUKCUPOBAHHOH 3amnsATOM.
IIpu annapatHoit peanmuzauuun HC BaxkHO NpeNOTBPaTUTh NEPEMOIHEHUE PA3PSIIHOM CETKH.
IMockonmbky ™omens LST-1, mo CyTH, COCTOMT M3 TPeX IOJHOCBS3HBIX CJOEB, JOCTaTOYHO
paccMOTpeTh BOIIPOC ONPEACICHUS pa3psiTHOCTH JaHHBIX Ha MPUMEPE OJHOTO MOJTHOCBI3ZHOTO CIIOA.
OmnpenesieHUe PaspsTHOCTH BBITOIHSIIOCH MO MPUHIMITY «HAUXYJIIEro ciay4das». M3BecTHO, 4To Ha

BXOJ€ Kaxkaoro ciiosg Moaenu LST-1 manHple HAaXOQATCS B IHAMIA30HE [—1, 1]. HanGosnpiune 3HaueHus

Ha BBIXOJIC TIOJHOCBSI3HOTO CJIOsl OYyAyT MONMYYaThCs B TOM cliydae, €cli Ha BXOJ IOCTYIIUT BEKTOP,
Ka)XIass KOMIIOHEHTa KOTOPOTo IO MOIYJII0 OyAeT paBHAa €IWHHIE, a 3HaKu OyayT COBMIAIaTh CO
3Hakam# cTpoku Mmartpuinsl BecoB W. Bonee ¢opmanpHo Haubonblnie BO3MOXHBIC 3HAYCHHS Ha
BBIX0/I€ TIOTHOCBA3HOTO CJIOS (710 (DYHKITMH aKTUBAIIMN) MOXKHO OIEHHTH 10 (hopmyire

Y. (W,b)=W-sign(W") +b. (6)

Ha puc. 11 npuBenens! 3Hauenus Y, AJs TPEX MOTHOCBS3HBIX ClI0€B 00yueHHoM cetn LST-1-28.

Ha BbIXo€ c110sI, BBIMOJTHAIOMIETO 00pabOTKy MO CTPOKaM, MaKCHMAllbHO BO3MOXKHOE 3HAYCHHE
paBHsieTcst 15,02. AHamorn4yHOe 3HA4YEHWE JJISi CJIOS, BBINIOJHSIONIETO OOpa0OTKY IO CTONOIaM,
paBao 11,9. MakcumanbHO BO3MOXKHOE 3HAU€HHWE ISl BBIXOJHOTO cjosi paBHsercs 126,3. Taxum
00pa3oM, MOJKHO CJIeNIaTh BBIBOJ, YTO JJISl IPE/ICTABIICHHS [IEJI0H YacTh JaHHBIX TOTpeOyeTcsi BOCEMb
paspsiioB (OAMH pa3psii Ha 3HAK W OCTABIIMECS CEMb JJIS TOTO, YTOOBI MPEICTaBUTh MAaKCHMalIbHO
BO3MOXKHOE 4ucio — 126). Uncino ApoOHBIX pa3psaoB JUIA TPEICTaBICHUS JaHHBIX BBIOMPAIIOCH
paBHBIM ceMu. Crenyer 3aMeTUTh, YTO BOCEMb Pa3psAAOB JUIS MPEACTABICHHS IeJI0W YacTH JaHHBIX
SBJISICTCSl 3aBBINICHHOW OIEHKOH. JIONMOJHUTENBHBIE MPOBEPKH MyTeM CUMYISIUU moxaenu LST-1
B apudmernke c ¢ukcupoBaHHoW 3amsTor (P3) mokaszamu, YTO YK€ TPU HCIOIB30BAHUM CEMHU
paspsIoB ISl TIPECTABICHHUS IENON YacTH MEpENOoIHEeHUs pa3psAHON CEeTKH He HacTymaeT. Takum
o0Opa3om, Jii BHYTPEHHOTO MpeicTaBicHusi MaHHbIX B |P-Onoke ucnosb3oBancs dopmar Q7.7.
Ilpu nepeBoae 3HaueHW mapaMeTpoB Monenu u3 (opmara c ruraBatomeid 3amsaror (I13) B gopmar
¢ @3 wucmonp30BanCcsd METOJ| OKPYTJIEHHS K ONKalIieMy MEHBIIEMY YHCITY, KOTOPBIM IMO3BOISET
MUHUMH3UPOBATH OMIMOKY OKPYTIICHHUS.

s Bepudukarwm IP-6moka LST-1 6puta paspaboraHa ero sTajJoHHas MOJAENb Ha si3pike Python
¢ ucrniosib3oBanreM Oubnmmoreku fixedpoint. [lannas OubmMoTEeKka JaeT BO3MOKHOCTH MOJICIUPOBATH
BBIYUCIUTENbHBIE Tpoliecchl B apudMeTrke ¢ ©3. Moxgens LST-1 ¢ @3 no3BossieT noay4aTh JOCTYI
KO BCEM IMPOMEXYTOUHBIM PE3yJIbTaTaM BBIYMCICHHUH, YTO CYIIIECTBEHHO COKPATHJIO BPEMS OTIAJKH
IP-6iioxa Ha stane RTL-npoextupoBanus. Kpome Toro, mpoBeaeHHOE MOJIEINPOBAHNE BBISIBUIIO, YTO
OCHOBHOH NMPUYMHON pacxokIeHuid mexay ucxoanou Bepcueit LST-1 ¢ I3 u peanmzaumeit ¢ O3
SIBIISIETCS] KCIIONIb30BAHUE ANMIPOKCHMAIMH (DYHKIIUH THIIEPOOTMUECKOr0 TaHTeHCA.
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Ha puc. 12 npencraBneHsl pe3ynbTaThl paboTsl Mojeneit ¢ @3 u [13 Ha 3Tarne BIYUCICHUS BHIXO/A
HOJIHOCBSI3HOTO CJIOsI, BBIMOJHSAIOIIEr0 00OpaboTKy CTpOK M300pakeHHs. MOXKHO BHIETh, UYTO [0
NPUMEHEHUS aKTUBAMOHHONW QYHKIMH 00€ MOZEH AAI0T OueHb ONU3KWi pe3ynbrar. OqHaKo mocie
NPHMEHEHUS aKTUBALOHHOHN (DYHKINH PACXOXKACHHUE MEXKTy MOJEITSAMH CYIIECTBEHHO YBEIIMINBACTCS.

Yimax(W1, by) Ymax(W2, by) Ymax(Wo, bo)

0246 5101214161820222426 0246 8101214161820222426
a) b)
Puc. 11. OreHka MakKCHMaIbHOTO 3HAYEHHUS Ha BBIXO/IE MOJHOCBI3HBIX clloeB Moaenn LST-1-28:
a) cioii 00paboTKK CTPOK; D) ciroii 06paboTKU CTONONOB; C) KIIACCH(DUKAUOHHBIN CIION

Fig. 11. Estimation of the maximum value at the output of fully connected layers of LST-1-28 model:
a) row processing layer; b) column processing layer; c) classification layer

MpeakTuBauusa cnos FC1
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Puc. 12. CpaBHeHHe IpeakTHBAIMH U akTHBauuK B cinosix FC1 moneneit LST-1-28
C ruTaBaoleil 1 GUKCHPOBaHHOW 3amsATOMH

Fig. 12. Comparison of preactivation and activation in FC1 layers of floating-point
and fixed-point models LST-1-28

Takum 00pa3om, MOXKHO CAENaTh BHIBOJ, YTO KBAHTOBAHUE ITaPaMETPOB MOJIEITH BHOCHT MEHBIIIHIA
BKJIaJ| B pacxoxaeHue mojeneid ¢ @3 u I13, yeM HCMONBb30BaHUE aANMPOKCHMUPOBAHHOW (DYHKIIUH
aKTHBaIUH.

TecTupoBanue u aHaau3 annapatHoi peanusanuu moaeau LST-1. Jns peanuzanuu monenu
LST-1 6puta BeiOpana oTiaago4Has miara Zybo Ha 6ase ITJIMC dupmer Xilinx Zyng-7000. ITiratdop-
Ma Zynq o0benunser npoieccop ARM ¢ mporpammupyemoit jorukoin FPGA, obecrieunBas rubkoe
1 3QPeKTUBHOE anmapaTHO-TIporpaMMHOe penieHue. s yrnpomieHus pa3paboTKu U TECTUPOBAHUS Ha
JMaHHOM Tutatdopme mcrmonbzyercss auctpubytus LinuxX-PYNQ, KOTOphIH 3amycKacsi Ha MPOIEecco-
pe ARM. PYNQ mo3BossieT B3anMoeiicTBOBaTh ¢ anmapatHeiMu Oiokamu [IJINC, peann3oBaHHBIMH
B Buze IP-sxep, c momompio HOyTOyKa Jupyter, 4To Aenaet npouecc pa3paboTku 6onee yA0OHBIM.
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IP-6;mox HC LST-1 ympaBnsieTcst uepe3 perucTpoBbiid (hailsl, MOgKIIOUeHHBIH M0 UP-uHTepdeicy
(mauubiit naTEepdeiic paspadboran Gupmoit Analog Devices). ITpu paspabotke IP-0710Kk0B 1is miat-
dopm Xilinx cranmaptabIM siBisieTcst ucnosib3oBanne AXI-unrepdeiica. [ToaToMy 1Is MOIKITIOYCHUS
K mporeccopHoit cucreme Zynq BHyTtpu IP-06noka LST-1 npumensercst mpeoOpazoBateib HHTEpQeEii-
coB uP-AXI4-lite. OOmias apxuTeKTypa CHCTEMBbI, UCIIOJIb30BAHHOW Ui TECTUPOBAHMS amIapaTHON
peanuzanuu HC LST-1, noka3zaHa Ha puc. 13.

LST-1 mogenb ¢ N3 — To4yHOCTb: 98.37%

i ZYNQ-7000

jEEsssmmmmm=_——— a
11 MpoueccopHas i i Mporpammupyemas noruka

o cucrema i

I 1 i

il ARM  fe—H  AXIuP P
i!(PYNQ-Linux) i I |npeo6pasosarenb LST-1

-1 ! H

Puc. 13. IIpororunupoBanue HeliponHoit cetu LST-1 na ININC
Fig. 13. Prototyping the LST-1 neural network on FPGA
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Puc. 14. Marpuna omubok Heiipornoii cetn LST-1-28: @) mozens ¢ miaBaromieil 3amstoi;
b) Monenb ¢ GpukcupoBaHHOM 3anATOll ITOCIIE KBAHTOBAHUS [IAPAMETPOB

Fig. 14. Confusion matrix of the LST-1-28 : a) floating-point model; b) fixed-point model with quantized parameters
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Puc. 15. Ananu3 pa6otsr mogenu LST-1-28: @) uzobpaxenre nudpsl JeBATh Ha BXOJI€ HEHPOHHOM CETH;
b) cpaBHenue 3HaueHnit npeakTuBalmK 10 npuMeHenus Gyakmuu Softmax/argmax

Fig. 15. Analysis of the LST-1-28 model: a) image of a digit nine at the input of a neural network;
b) comparison of preactivations before applying the softmax/argmax function
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s TectupoBaHus anmapaTHoi peaausanuu moaean LST-1 Ha Hee mogaBamuck 10 ThIC. TECTOBBIX
n3o0paxenuit 6a3e1 MNIST. [Ing anannza nogy4eHHBIX pe3yIbTaTOB BBHIIOIHJIOCH TOCTPOCHUE Mat-
PHILBI OIIMOOK, KOTOPasi KOJIWYECTBEHHO OTOOpaKaeT pachpeaecHre NpeAcKa3aHuil MOAETH OTHOCH-
TETHHO UCTUHHBIX KJIACCOB OOBEKTOB.

Ha puc. 14 nokazaHbl MaTpHIbl OIIUOOK, TOTyYeHHBIE A7 MoaenH ¢ [13, a Taxke npu peanuzanuu
LST-1 na TIJIUC (manHast MaTpuiia TaKkK:Ke COBMAAAIOT C MATPHIIEH, MOTYUYEHHOHN C TIOMOIIIBIO MOJCITH
¢ @3 Ha ocHoBe Python). O6rmas tounocth Mogenu LST-1 ¢ Becamu, KBAHTOBaHHBIMH B (hopmMaTe
Q7.7, cocraBnsiet 98,28 %, uto Bcero Ha 0,09 % oTnmuaetcs ot TouHocTH Mojeiu ¢ I13. Crenyer 3a-
METHTB, YTO AJIS1 HEKOTOPBIX KJIacCOB TOUYHOCTH MpeJICKa3aHui Aaxe BbIpocia. Tak, HCXOAHAs MOZETb
¢ 13 pacno3naia npaBmiIbHO 944 m300pakeHuUs TUGPHI IIECTh, B TO BpeMs Kak Moxaens ¢ d3 mpa-
BUJIBHO pacio3Haia 946 nzo0pakeHui 1udpsI MIECTb.

i1 TOro 4TOOBI MPOSICHUTH XapakTep OMMOOK, NOMycKaeMbIX Moaenbio ¢ @3, ObUT mpoaHanu3u-
poOBaH ciyvail kiaccupukanuu tectoBoro nzodpaxkenus 4823 6a3st MNIST (puc. 15, a), kotopoe ObI-
JI0 MPaBWIILHO PacIio3HaHo MoJeibio ¢ I13 u ommbouno — Moaenbio ¢ D3.

Ha puc. 15, b npencTaBieHbl 3Ha4eHUS IPEAKTHBAIIMN BBIXOIHOTO CJIO0S CPABHUBAEMBIX MOJIEIICH.
B peanuzanuu ¢ [13 makcumansHoe 3HaueHue (—0,46) cOOTBETCTBYET BepHOMY Kiaccy 9 (MCTHHHAsS
metka MNIST), ogaako Omm3koe 3HaueHune Ha kiacce 4 (—0,74) cBHAETENBCTBYET O BBICOKOW CXOXKe-
cti nudp neBATh u Yetbipe. B Mmogenu ¢ @3 3dexThl KBaHTOBAaHHUS MAapaMETPOB M aNPOKCHMAITIH
FI/IHCp6OHI/ILICCKOFO TaHI'€HCA BbI3BIBAKOT U3MCHCHHEC BbIXOIHBIX 3HAUYCHWH: MHHMMAaJIbHOE 3HAYEHUE
(-0,56) cooTBeTCTBYET OMIMOOUHOMY KiIaccy 4, TOT/a KaKk MpaBHIIbHOMY Kiaccy 9 COOTBETCTBYET Clie-
nyroiee o Bennunie 3HadeHue (—0,60). JlaHHBIH TprMep, ¢ OJHON CTOPOHBI, MOSCHSIET XapakTep
OIIMOOK, BO3HUKAIONIMX B Mojienu ¢ D3, a ¢ Apyro — TakyKe MO3BOJISIET IOHATh IPUYHHY, 10 KOTOPOH
B HEKOTOPBIX citydasx Mojens ¢ D3 (Hampumep, A kiacca 6) nana 0oJblie MpaBHIbHBIX TPOTHO30B,
yem mojenb ¢ [13. Mmeercs B BHIy, 94TO OMMOKKA KBAaHTOBAaHUS MapaMETPOB MOJENHA BEPOSTHOCTHO
CKOPPEKTUPOBAIH 3HAYCHHS BBIXOIHOTO CIIOSI TAKAM OOPa30M, YTO MaKCHMAaJbHBIE 3HAUYCHUS Mpeak-
TUBAllUU NMEPEMECCTHUIIUCH HAa MCTUHHBIN KJacc.

Cunre3 IP-6moka LST-1 B CAIIP Vivado 2024.2 nokasai, uro juis peanusaimu HC tpebyercst
1288 LUT-6mokoB u 1071 tpurrep. O0mme anmapaTHbIe 3aTpaThl TPEICTaBICHBI B Ta0M. 3.

Tabnuma 3

AnmnapatHble 3aTpathl Ha peanu3anuto IP-6moka LST-1

Table 3

Hardware resources for the LST-1 IP block implementation

Bnoxk Hcnons3oBaHo JoctynHo CootHoenue, %
Resource Utilization Available Utilization, %

LUT 1288 17 600 7,32
LUTRAM 54 6000 0,90
FF 1071 35200 3,04
BRAM 335 60 55,83
DSP 57 80 71,25

Paspaborannas apxutektypa HC TpeOyeT wucmonb3oBanus juiib 55,83 % OnouHOM mamMsaTH
(BRAM) mi1st XpaHeHHUsT BCEX BECOBBIX KOIPPUIIMEHTOB U CMEIICHHH, YTO yKa3bIBAET HA MTOHWKESHHBIC
TpeboBaHus K mamsaTu monenu LST-1. DSP-6moku, mpencTaBieHHbIe B TaOI. 3, UCIIONB3YHOTCS IS
peammzaimn MAC-sep BHYTPH BBIMHCIUTEIBHBIX A51eMEeHTOB PE(/PEi,. MakcumainbHas TakToBas
gactota IP-aagpa 90 MI'm. Ha ob6pabotky omHoro m3obpaxenus IP-sopy TtpebGyercs 3921 Takr.
st cpaBHenus — anmapartHas peanuzanus HC ¢ apxutektypoit VGGL6, npencrarineHHas B pabo-
te [15] u nmeromas trouynocts Ha Habope MNIST 98,34 %, TpeGyer 108 ThIC. TaKTOB Ha 00PabOTKY
OJTHOTO M300PaKECHHUS.

CymmapHhas norpedisiemast MouHocTh IP-sapa Ha uyune cocrasisier 1,53 Bt. Temmneparypa 3aduk-
cupoBaHa Ha ypoBHe 42,7 °C, 4TOo HaxOAWTCS B AOMYCTHMBIX NIpeAenax AJsi CTaOMIbHOH padOTHI
ycTpoicTBa. Temneparypusiit 3a30p coctaBiser 42,3 °C, 4yTo yKa3bIBaeT Ha 3amac Mo TEeIJIOBOH cTa-
OMIBLHOCTH M Oe30macHoe (QYHKIIMOHUPOBAHHE CHCTEMBI.
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3axmouyenue. B pabore npeanoxena konueniusa OPII ans moctpoenust 3pHEeKTUBHBIX U KOM-
nakTHbIX apxutektyp HC. Paspaborano cemeiicTBo kommakTHbIX mozeneld LST-1 ¢ HacTpanBaemoit
Pa3MEpHOCTBIO BEKTOPHBIX MpezacTaBieHuit nzoopakenus (LST-1-8, LST-1-28 u ap.). Jocturnyra
BBICOKasi TOYHOCTh pacro3HaBanusi Ha HaOope manHeix MNIST (98,37 % mns LST-1-28 mpu
9,5 TeIC. mapameTpoB u 96,53 % nns LST-1-8 mpu 1,1 Teic. mapameTpoB), 4To AaeT Ooiee 4yeM ABYX-
KpaTHOE IIPEBOCXOJICTBO II0 YHCILY IapaMeTPOB OTHOCUTENBHO AHAJIOTOB. AJITOPUTM BBIYHCIICHUS MO-
nemu LST-1 uMmeeT peryJisipHyro CTpYKTYpY, Y4TO MO3BOJIHIO MONYYHTh e 3P HeKTHBHYIO peaan3anuio
Ha [IJIMC. IlepcriekTHBHBIM HampaBiIeHUEM JalbHEHIINX HCcaeqoBaHuN sBseTca nnterpauus OAPII
B apxutektypbl HC ¢ ocratounsivu cBsizsimu (anri. residual networks, ResNet), a Takxe B apxurtek-
Typsl cBeprounblix HC. B kauecTBe eme 0qHOrO HampaBIEHUsI UCCIICAOBAHUN MOYKHO IPEATIOXKHUTH
BO3MOKHOCTb TIOCTPOCHUS TPEXMEPHOT0 00ydaeMoro npeodopa3zoBanusi uist 00padOTKU MYyJIbTHCIIEK-
TpaJbHBIX N300paKEHHH.

Bkaan aBTopoB. E. A. Kpusanvyesuy ydactBoBan B pazpaborke OJIPII, moaroroBke 4YMCIIEHHBIX
JKCIICPUMEHTOB, pa3padoTaj v MPOTESCTHPOBA allllapaTHYIO peanu3aiuio Mojaenu LST-1, moaroroBun
NepBOHAYANbHBIN BapuaHnt ctathu; M. U. Bawkesuy npennoxun unerwo OJPII, onpenenun 3amauu
uccienoBanus, pazpadoran moaens LST-1 ¢ pukcupoBanHO# 3amaTOMH, KOPPEKTUPOBAJT TEKCT CTATHY,
NpUHUMAJ y4acTHE B MOJATrOTOBKE IpadMuecKoro MaTepuaia, a TakKe B HHTEpIpETallud Pe3yJIbTaToB
9KCIIEPUMEHTOB.

CHmcox HCI0J1b30BAHHBIX HCTOUYHHKOB

1. Park, J. FPGA based implementation of deep neural networks using on-chip memory only / J. Park,
W. Sung // IEEE Intern. Conf. on Acoustics, Speech and Signal Processing (ICASSP), Shanghai, China,
20-25 March 2016. — Shanghai, 2016. — P. 1011-1015.

2. A novel systolic parallel hardware architecture for the FPGA acceleration of feedforward neural networks /
L. D. Medus, T. lakymchuk, J. V. Frances-Villora [et al.] // IEEE Access. — 2019. — Vol. 7. — P. 76084—76103.

3. Han, S. Deep compression: compressing deep neural networks with pruning, trained quantization and
Huffman coding / S. Han, H. Mao, W. J. Dally // Intern. Conf. on Learning Representations (ICLR), San Juan,
Puerto Rico, 2-4 May 2016. — San Juan, 2016. — P. 1-14.

4. Samragh, M. Customizing neural networks for efficient FPGA implementation / M. Samragh, M. Ghasemzadeh,
F. Koushanfar // Annual Intern. Symp. on Field-Programmable Custom Computing Machines (FCCM), Napa,
CA, USA, 30 Apr. — 2 May 2017. — Napa, 2017. — P. 85-92.

5. Usatyuk, V. Boosting DNN efficiency: replacing FC layers with graph embeddings for hardware
acceleration / V. Usatyuk, S. Egorov // Intern. Conf. on Digital Signal Processing and its Applications (DSPA),
Moscow, Russia, 26-28 March 2025. — Moscow, 2025. — P. 1-6.

6. Kwon, J. Design of a low-area digit recognition accelerator using MNIST database / J. Kwon, S. Kim //
JOIV: International Journal on Informatics Visualization. — 2022. — Vol. 6, no. 1. — P. 53-59.

7. FPGA acceleration on a multilayer perceptron neural network for digit recognition / I. Westby, X. Yang,
T. Liu, H. Xu // The Journal of Supercomputing. — 2021. — Vol. 77, no. 12. — P. 14356-14373.

8. Vashkevich, M. Compact and efficient neural networks for image recognition based on learned 2D separable
transform / M. Vashkevich, E. Krivalcevich // Intern. Conf. on Digital Signal Processing and its Applications
(DSPA), Moscow, Russia, 26-28 March 2025. — Moscow, 2025. — P. 1-5.

9. Craposoiitos, B. B. Hopmanu3zaius qaHHbsIX B MamuaHOM o0yuernuu / B. B. Craposoiitos, 0. U. Tony6 //
WNudpopmaruka. — 2021. — T. 18, Ne 3. — C. 83-96.

10. Loshchilov, I. SGDR: Stochastic Gradient Descent with Warm Restarts / 1. Loshchilov, F. Hutter. — 2016. —
URL: https://arxiv.org/abs/1608.03983 (date of access: 01.08.2025).

11. Srivastava, N. Dropout: a simple way to prevent neural networks from overfitting / N. Srivastava,
G. Hinton, A. Krizhevsky // The Journal of Machine Learning Research. — 2014. — Vol. 15, no. 1. —
P. 1929-1958.

12. FP-BNN: Binarized neural network on FPGA / S. Liang, S. Yin, L. Liu [et al.] // Neurocomputing. —
2018. - Vol. 275. — P. 1072-1086.



OBPAGOTKA CUTHANOB, N30EPAMEHIIA, PEYI, TEKCTA 11 PACO3HABAHIIE O5PA30B
SIGNAL, IMAGE, SPEECH, TEXT PROCESSING AND PATTERN RECOGNITION 53

13. Huynh, T. V. Deep neural network accelerator based on FPGA / T. V. Huynh // NAFOSTED Conf. on
Information and Computer Science, Hanoi, Vietnam, 24-25 Nov. 2017. — Hanoi, 2017. — P. 254-257.

14. KpuBanbsuesuy, E. A. MccnenoBanue anmapaTHON peanu3aldyl HEHPOHHOM ceTH MPSIMOI0O pacnpocTpa-
HEHUs U Pacro3HaBaHus pyKOMUCHBIX 1udp Ha 6aze FPGA / E. A. Kpusanbuesuu, M. 1. Bamkesuda // Jlo-
kimagsl BI'YUP. — 2025. — Beim. 23, Ne 2. — C. 101-108.

15. AnnapaTHas peanuzanus cBeproyHoi HeliponHoii cetu B [TJIVIC Ha 6a3e BeruncieHnH ¢ GUKCUPOBAaHHON
toukoii / P. A. Conosees, A. I'. Kyctos, B. C. Pyxiios [u ap.] // U3sectust KOxHOro (henepansHOro yHUBEpCHUTE-
ta. Texunueckue Hayku. — 2017. — T. 192, No 7. — C. 186-197.

References

1. Park J., Sung W. FPGA based implementation of deep neural networks using on-chip memory only. IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP), Shanghai, China, 20-25 March
2016. Shanghai, 2016, pp. 1011-1015.

2. Medus L. D., lakymchuk T., Frances-Villora J. V., Bataller-Mompean M., Rosado-Munoz A. A novel
systolic parallel hardware architecture for the FPGA acceleration of feedforward neural networks. IEEE Access,
2019, vol. 7, pp. 76084-76103.

3. Han S., Mao H., Dally W. J. Deep compression: compressing deep neural networks with pruning, trained
quantization and Huffman coding. International Conference on Learning Representations (ICLR), San Juan,
Puerto Rico, 2-4 May 2016. San Juan, 2016, pp. 1-14.

4, Samragh M., Ghasemzadeh M., Koushanfar F. Customizing neural networks for efficient FPGA
implementation. Annual International Symposium on Field-Programmable Custom Computing Machines
(FCCM), Napa, CA, USA, 30 April —2 May 2017. Napa, 2017, pp. 85-92.

5. Usatyuk V., Egorov S. Boosting DNN efficiency: replacing FC layers with graph embeddings for
hardware acceleration. International Conference on Digital Signal Processing and its Applications (DSPA),
Moscow, Russia, 26-28 March 2025. Moscow, 2025, pp. 1-6.

6. Kwon J., Kim S. Design of a low-area digit recognition accelerator using MNIST database. JOIV:
International Journal on Informatics Visualization, 2022, vol. 6, no. 1, pp. 53-59.

7. Westhy 1., Yang X., Liu T., Xu H. FPGA acceleration on a multilayer perceptron neural network for digit
recognition. The Journal of Supercomputing, 2021, vol. 77, no. 12, pp. 14356-14373.

8. Vashkevich M., Krivalcevich E. Compact and efficient neural networks for image recognition based on
learned 2D separable transform. International Conference on Digital Signal Processing and its Applications
(DSPA), Moscow, Russia, 26-28 March 2025. Moscow, 2025, pp. 1-5.

9. Starovoitov V. V., Golub Yu. I. Data normalization in machine learning. Informatika [Informatics], 2021,
vol. 18, no. 3, pp. 83-96 (In Russ.).

10. Loshchilov 1., Hutter F. SGDR: Stochastic Gradient Descent with Warm Restarts, 2016. Available at:
https://arxiv.org/abs/1608.03983 (accessed 01.08.2025).

11. Srivastava N., Hinton G., Krizhevsky A. Dropout: a simple way to prevent neural networks from
overfitting. The Journal of Machine Learning Research, 2014, vol. 15, no. 1, pp. 1929-1958.

12. Liang S., Yin S,, Liu L., Luk W., Wei S. FP-BNN: Binarized neural network on FPGA. Neurocomputing,
2018, vol. 275, pp. 1072-1086.

13. Huynh T. V. Deep neural network accelerator based on FPGA. NAFOSTED Conference on Information
and Computer Science, Hanoi, Vietnam, 24-25 November 2017. Hanoi, 2017, pp. 254-257.

14. Krivalcevich E. A., Vashkevich M. I. Investigation of hardware implementation of a feedforward neural
network for handwritten digit recognition based on FPGA. Doklady BGUIR, 2025, vol. 23, no. 2, pp. 101-108
(In Russ.).

15. Solovyev R. A., Kustov A. G., Ruhlov V. S., Shchelokov A. N., Puzyrkov D. V. Hardware implementation
of a convolutional neural network in FPGA based on fixed point calculations. Izvestija Juzhnogo federal'nogo
universiteta. Tehnicheskie nauki [Proceedings of Southern Federal University. Engineering Sciences], 2017,
vol. 192, no. 7, pp. 186-197 (In Russ.).



54

NHOOPMATIKA = INFORMATICS
TOM=VOL.22 4|2025 C.=P.36-54

HNndopmanus o0 aBTopax

Kpusanvyesuu FEzop Anexcandpoeuu, MarucTpaHT
Kaespbl BIEKTPOHHBIX BBIYUCIHUTENBHBIX CPEICTB,
benopycckuii  rocynapcTBEHHBIH YHHUBEPCUTET UH-
(OpMaTHKH U PaHOIICKTPOHHKH.

Bawkesuu Maxcum Hocughosuy, TOKTOp TEXHHIECKIX
HayK, npodeccop Kadeapbl JIEKTPOHHBIX BBIYHCIIHU-
TENbHBIX CPEICTB, benmopycckuii rocynapcTBEHHBIN
YHUBEPCUTET HHOOPMATUKH U PaJHONEKTPOHHUKH.
E-mail: vashkevich@bsuir.by

Information about the authors

Egor A. Krivalcevich, Undergraduate of Computer
Engineering Department, Belarusian State University of
Informatics and Radioelectronics.

Maxim I. Vashkevich, D. Sc. (Eng.), Prof. of Computer
Engineering Department, Belarusian State University of
Informatics and Radioelectronics.

E-mail: vashkevich@bsuir.by





